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ABBSOFT COMPUTERS

Algorithms
Questions 1-40 carry 1 mark each

Q1.Comments help the human reader of the algorithm to better understand the _________

1 Algorithm

2 tools

3 identification

4 sequence
Q2.The symbol____________________ is used for assignment.

1.(
2-“”

3:-

4::^

Q3.”A new variable is used to store the remainder which is obtained by dividing m by n; with 0<=r<m”.This is denoted by__________

1-n mod m

2- r(m mod n

3-r<-m mod m

4-m<-mod n

Q4.Four-Colour Problem requires us to find out whether a political map of the world, can be drawn using only_____________

1 Four colors
2-three

3-four to five

4-seven

Q5.An algorithm has one or more______________

1. Inputs
2-variables

3 Outputs

4-none of these

Q6.The variable x is called __________________ of the loop

1-custom list

2 Index variable

3-data value

4-data member

Q7.______________ is a self contained algorithm, which is written for the purpose of connecting into another algorithm.

1-Procedure

2-system

3-explicitly

4-method

Q8.A procedures, which can itself, is said to be ________________

1Recursive procedure/algorithm

2-iteration

3-hash function

4-activity

Q9.In order to find the shortest paths, one should find the cost of covering each of he ____________ different paths covering the n cities.

1-N!

2-(n-1)!

3-5!

4-none of these

Q10.A ______________notation is a sort of dialect obtained by mixing some programming language constructs with natural language descriptions of algorithms.

1-real 

2-statment

3-Pseudo code

4-regular grammar

Q11.The three case of every algorithm are ______________

1. Worst can complexity, Average case, Best case.

2. No case

3. All of above

4. None of these.

Q12.Avergae number of element comparison for successful search________________

1-1/n+1

2-n+1

3-n/n+1

4-None of these

Q13.A good way of keeping track of ___________________ is to build a tree by adding a node each time a new call is made.

1-Recursive calls

2-graph

3-symmetry

4-none of these

Q14.The average value CA(n) of C(n) is much less than __________________

1CW(n)

2-c0

3-co

4- None of these  

Q15______________ is a Boolean-valued function that determines whether x can be included into the solution vector.

1Feasible

2-non feasible

3-unpredictable

4. None of these

Q 16.A greedy approach to building the required permutation would choose the next program on the basis of some_______________

1-Optimization measure

2-quantity

3-time complexity

4. None of the above

Q17.The ordering defined by ij ,1<=j<=n__________________ the d value.

1-maximizes

2Minimizes

3-all of above

4-None of these

Q18.The profits and weights are ________________ numbers.
1-Negative

2-Positive

3-null values

4- No significance

Q19.If____________ then Greedy knapsack algorithm generates an optimal solution to the given instance of the knapsack problem.

1-p1/w1>=

2-p/w

3-O/I

4-none of these

Q20.Each node in a tree has three fields________,_________________ and _______________

1-lchild, child and weight.

2-parent only

3-Symmetry of objects

4-component

Q21.The shortest path between V0 and some other node V is an ______________ among a subset of the edges.

1-ordering

2-unordered

3-FIFO

4-None of these

Q22.The time taken by the algorithm on graph with n vertices is ______

1-O(n2)

2-log n

3-ex

4-none of these.
Q23.Dynamic programming algorithms often have a ____________

1-Polynomial complexity

2-binomial complexity

3-explicit complexity

4-All of the above

Q24.A multistage graph G=(V,E) is a directed graph in which the vertices are__________ into K>=2 disjoint sets Vi,1<=I<=k..

1-Partitioned

2-unpartitioned

3-symmetric

4-None of these

Q25.The tie needed by all paths is easy to determine, because the looping is ____________ of the data in the matrix..

1.Independent

2.dependent

3.interdependent

4.None of these

Q26.A _________ of G is a directed simple cycle that includes every vertex in  V.

1.tour

2.undirected graph

3.vertex with no nodes

4.None of these

Q27.In obtaining the lower bound for the ordered searching problem,we consider only those comparison based algorithms in which every comparison between two elements of S is of type_______________

1-compare x and A[i]

2-No comparison

3-depends on the variable x

4-all of above

Q28.First group consists of problems whose solution times are bounded by polynomials of ________________

1-No degree

2small degree

3-consistent

4-None of these

Q29.A K –clique in a graph G is a complete sub graph of G with____________

1. K-vertices

2. m Vertices

3. 1 Vertex

4. 0 Vertex

Q30.A feasible solution with value close to the value of an optimal solution is called an ______________

1-approximate solution

2-absolute solution

3-optimal solution

4-satisfactory case

Q31.An E-approximate algorithm is an approximate algorithm for which______________

1. f(n)<=E for some  constant E

2. f(n)=E for some  constant E

3. f(n)<E for some  constant E

4. f(n)>=E for some  constant E

Q32 _________________ are broken in an arbitrary manner.

1-Aggregation

2-compsite type

3-Ties

4-None of these

Q33.The bin packing problem is __________

1-N-P

2-N-P complete

3-N-P Hard

4-N-P hard

Q34.A ___________ is also called a linear complex.

1-Graph.

2-tree

3-Hash function

4-None of these

Q35.A ____ is defined as a finite altering sequence of vertices and edges .

1.Walk

2-traversal

3-backtracking

4-All of above

Q36 A closed walk in which no vertex (except the initial and the final vertex) appear more than once is called a __________.

1- circuit

2-diagram

3-closed path

4-none

Q37.A graph G is called _________ if its vertex set V can be decomposed into two disjoint subsets.

1-Complete graph

2-Disjoint graph

3-discrete graph

4-all of the above

Q38.An edge that has not acquired any takes is a _____________

1- bipartite

2-single edge

3-bifunction vertex

4-single vertex

Q39 In a __________ an edge is not only incident on a vertex, but is incident out of a  vertex  and incident into a vertex.

1-path

2 bridge

3-connector

4-none of these

Q40_______ are digraphs in which for every edge (a, b) there is also an edge (a,b) there is also and edge(b,a)

1-Tree

2-graph

3-hash table

4-arrays

Questions 41-60 carry 2 marks each

Q41 A tree is called a binary tree,  if it is either ___________, or it consist of a node called _______ together with two binary tree called the _________ sub tree or ______ sub trees

1. Full, Leaf, Left, Root

2. Full, Root, Left, Right

3. Empty, Root, Left, right

4. Empty, Leaf, Left, right

Q42. Choose which one of the sorting technique comes under the “divide & conquer” technique of sorting?

1. Bubble sort, selection sort, heap sort, shell sort

2. Merge sort, quick sort

3. Merge sort, quick sort, Bubble sort, selections sort

4. Heap sort, shell sort, merge sort

Q43 The following diagram which of the following is performed 
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1. Zig step

2. Zag step

3. Zig-Zag step

4. Zag-Zig step

Q44 A __________________________: is a polynomial time algorithm, which constructs the instances of a problem P2 from the instances of some other problem P1.
1. NP- Hard Problem 

2. NP- Complete Problem 

3. Polynomial- time reduction

4. None of the above

Q45 Match the following

i) pop


a) reads the top symbol and removes it from the stack


ii) push


b) does nothing to the stack

iii) nop


c)  writes a designated symbol onto the top of the stack 

1. i-b,ii-a,iii-c

2. i-a,ii-c,iii-b

3. i-a,ii-b,iii-c

4. i-c,ii-a,iii-b

Q46.Match the following

i Stack
a) Binary search tree with one extra

                                                   
      bit of storage

ii Queue




b) LIFO

iii Red-black tree



c) self balancing binary search tree

iv Splay tree




d) FIFO

1. i -b, ii -d, iii- a, iv –c

2. i- d, ii- b, iii- a, iv- c

3. i -b, ii -d, iii- c, iv –a

4. i -c, ii- a, iii- d, iv- b

Q47. The language {anbn |n(0} can be accepted by a PDA. The following PDA will do the job, where x is the initial symbol on stack:




1. (1, a, Y, pop, 1)

2. (0, ^, X, nop,2)

3. (1, b, Y, nop, 1)

4. (0, a, X, push(Y), 0)

5. (1, b, Y, push(X), 0)

6. (0, a, Y push(Y), 0)

7. (0, b, Y, pop, 1)

8. (1, b, Y, pop, 1)

9. (1, ^, Y, pop, 1)

1. 1,2,3,4,5,6

2. 2,4,5,6,7,9

3. 2,4,6,7,8,9

4. 1,3,4,5,6,7

Q48. If f1(n)=1000n2 and f2(n)=5n4 represents time complexities of two solutions of a problem of size n, then despite the fact that which of he following is true

1. f1(n)___f2(n) 
for n ≤ _____

2 f1(n)___f2(n) 
for n ≥ _____

1. ≤, 14, ≥, 15

2. >, 15, ≥, 14

3. >, 14, <, 15

4. ≤, 15, <, 14

Q49. A string α over _____is said to be accepted by a TM, M =(Q,∑,Γ,δ,q0, h) if when the string  ______is placed in the left most cells on the tape of M and TM is started in the initial state_____ then after a finite number of moves of the TM as determined by δ, Turing machine is in state_____. 

1. Σ, α, q0, h

2. α, Σ, h, q0 

3. q0, Σ, α, h 

4. α, q0, h, Σ

Q50. Match the Following 

Column 1




Column 2

1)
Tree Edge
A
An edge to an already ‘discovered’ or 




ancestor vertex i.e. edge (u,v) si a back 




edge if it connects to a vertex v which is 




already discovered which means v is an 




ancestor of u

2) 
Back Edge 
B.
An edge to an already visited edge 




neighbor, which is not descendant.

3)
Forward Edge
C
An edge to a still ‘unknown’ vertex i.e. 




edge(u,v) is a tree edge if it is used to 




discover v for the first time.

4)
Cross Edge
D
An edge to a still “unknown” vertex i.e. 




edge(u,v) is a tree edge if it is used to 




discover v for the first time

1. 1-D, 2- A, 3-C, 4-B

2. 1-D, 2- B, 3-C, 4-A

3. 1-A, 2- B, 3-C, 4-D

4. 1-D, 2- A, 3-C, 4-B

Q51 Which of the following is not the property of Depth First Search Algorithm in a graph 

1. Parenthesis Structure

2. If v is a descendant of ‘u’ if and only if at the time of discovery of ‘u’, there is only  one path from u to v contains only unknown vertices.

3. If v is a descendant of ‘u’ if and only if at the time of discovery of ‘u’, there is at least one path from u to v contains only unknown vertices.

4. DFS can be used to find unconnected components in a given graph.

5. DFS can be used to find connected components in a given graph.

6. DFS can be used to find the cycles in a directed graph.

7. DFS can be used to find cycles in an undirected graph.

1. 1,2, 3

2. 2, 4, 6

3. 1,3,5

4. 2, 3, 5

Q52. Match the following

i Stack
a) Binary search tree with one extra

                                                   
      bit of storage

ii Queue




b) LIFO

iii Red-black tree



c) self balancing binary search tree

iv Splay tree




d) FIFO

1. i -b, ii -d, iii- a, iv –c

2. i- d, ii- b, iii- a, iv- c

3. i -b, ii -d, iii- c, iv –a

4. i -c, ii- a, iii- d, iv- b


Q53. If these are n elements in the heap inserting a new element tales __________ time in work case.

1. Q (logn)
2. (logn)

3. Ω (logn)


4. Ω (n)

Q54 The total retrieval time of a tape drive TD is 

1. Σ  d (lj)          O ≤ j ≤m

2. Σ d (lj)          O ≤j≤m-1

3. Σ d (lj)           O ≤m+1
4. None of the above

Q55.The greedy knapsack algorithm requires _____ time.

1. (n logn) 
 

2. (logn)

3. (n)
 

4. (n2)

 Q54. The greedy method for single source shortest path has ________ asymptotic time

1. (n2) 
 

2. (n logn)

3. (n)
 

4. (n3)

Q56.Parent Node is also called as __________ Node.

1. Main

2. Root

3. Branch

4. Stem

Q57.What is a leaf node?

1. A leaf node is a node, which does not contain any child node. 

2. A leaf node have zero or one node is connected to it.

3. Both A & B

4. None of the above.

Q58.The depth of the tree is ___________of a tree.

1. Number of nodes on the tree.

2. Number of levels of a tree.

3. Number of branches.

4. None of the above. 

Q59.In Divide and Conquer technique-

1. A problem is subdivided into sub problems; each one is attacked without worrying about other.
2. A problem is tackled from beginning to end in one go.

3. Sub problems are put together to solve the main problem.

4. None of these

Q60.Which is better computing time (in analysis of algorithm)?

1. (N)

2. (N)2

3. (logn)
4. None of these 
Questions 60-75 carry 4 marks each
Q61.A B-tree of order n is also called

1. (n-n)-1 tree

2. N-(n-2) tree

3. (n-1)-n tree
4. None of these

Question 62-76 carry 4 marks each

Q62.Convert the given graph with weighted edges to minimal spanning tree. 

1. 2 1 3 4 5

2. 2 1 4 3 5
3. 1 3 2 4 5

4. 4 1 2 3 5

Q63.In the given binary tree, using array you can store the node 4 at which location?

1. 3

2. 4

3. 5

4. 6

Q64.The time needed for all pair shortest paths is  

1. (n) 
 

2. (n2)

3. (n3)
 

4. (n4)

Q65.The time needed for traveling sales person problem is _______.

1. (n2 2n) 
 

2. (n 2n)

3. (n3 logn)
 

4. (n3)

Q.66.In application of the backtrack method, the desired solution is expressible as an________

1. 1- tuple
 

2. 2 –tuple

3. 3 - tuple
 

4. n-tuple

Q67._________ constraints are rules that restrict each it to tale values only from a given set.

1. Implicit
 

2. Explicit

3. Both a &b
 
4. None of the above

Q68.___________ constraints are tuples that determine which of the tuples in the solution space satisfy the criterion function.

1. Implicit
 

2. Explicit

3. Both a &b
 

4. None of the above

Q69.A classical combinational problem is to place 8 queens on 8*8 chess board so that no two of them are on the same 

1. Drag
 

2. Attack

3. Hit
 

4. None of the above

Q70.Implicit constraint for 8 queen’s problem is –

1. No two queens can be on the same row

2. No two queens can be on the same column

3. No two queens can be on the same diagonal

4. All of the above

Q71.The bounding functions for 8 queens problem is 

1. Dynamic
 

2. Static

3. Changeable
 
4. None of the above

Q72.Estimated numbers of unbounded nodded is of the total number of nodes in the 8-queens state space tree:

1. 2.76%
 

2. 2.34%
3. 2.86%
 

4. 2.54%

Q73.In branch and bound terminology, a BFS-like state search will be ____search

1. FIFO
 

2. LIFO

3. Both a and b
 

4. None of the above

Q74.In branch and bound, a search like state space search will be ________ search.

1. LIFO
 

2. FIFO

3. Both a and b
 

4. None of the above

Q75.The knapsack problem using branch and bound technique is stated as.

Subject to Σ Wi Xi ≤ m             X1 = 0 or 1, 1 ≤ i ≤ n           N:

1. Maximize – Σ Pi Xi             I =1          N

2. Minimize – Σ Pi Xi              I = 1         N-1

3. Maximize – Σ Pi Xi             I = 1         N-1

4. Minimize – Σ Pi Xi            I = 1
 N-1

Q76.In 0/1 knapsack problem using bench and bound on improved upper bound function u (x)  is:

1. = U bound (q, Σ wixi, j-1, m)

1≤ i ≤ j
2. = U bound (q, Σ Wi Xi, j, m)


1 ≤ I ≤ j

3. = U bound (q, Σ wixi, j, m)
1≤ i ≤ j-1
4. None of the above  
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