

ABBSOFT COMPUTERS

Advanced Operating System
(1-MARK questions)

1. A sequence of instruction telling the comp what to do is called

a. Function 

b. Program

c. Statements

d. None of the above

2. A language whose statements have almost one to one correspondence to the instruction understood by the CP of computer is 

a. High level language

b. Middle level language 

c. Assembly level

d. show level

3. Which of the following is not a high level language?

a. COBOL

b. Pascal

c. C 

d. Java

4. A program used to translate high level lang. to machine level language is called

a. Loader

b. Compiler

c. Linker

d. Assembler

5. Code files corresponding to incomplete pension of program area 

a. Object files

b. Exactable

c. Complete files

d. All of the above 

6. Complete code files for which address have been, resolved for all global functions are?

a. Exactable files

b. Object files

c. Source file

d. None of the above

7. Header contains information of?

a. Position, Size, value of pc& register

b. Length, data & index

c. Size, pointer, function

d. All of the above

8. A table that indicates the name of all functions & global variables is?

a. #Table

b. Symbol of table

c. Index table

d. Data table

9. Structure of UNIX used files is due to?

a. Shared libraries

b. Virtual memory

c. Symbol table

d. Unix shell

10. Unix shell is a user command that is used to create a _____?

a. shells script

b. Shells

c. Program

d. Process

11. _______Is a process that executes not only in the user program but also in the shaded library code?

a. Alpha

b. Thread

c. Program

d. Shall

12. _____ processes never have more than single thread

a. Conventional

b. Sequential

c. Multi thread

d. None of above

13.  In UNIX, new process exalted a new programmatic created by

a. New

b. Fork

c. exec

d. Both a & b

14. A _________ is an instance of executive?

a. Program

b. Thread

c. Process

d. None of the above

15. An _______ is software that hides lower level details and provides a set of higher level functions.

a. Encap solution

b. Abstraction

c. Instruction

d. memory

16. The important components of user interface are:

a. Resource, process, threads, shell

b. Complier, interpreter, thinker, linker, header

c. Interpreter, file system, online help, application integration

d. None of the above

17. In earliest day’s ________ computing was done

a. Electronic digital

b. Electronic mechanical

c. Batch processing 

d. Micro processing

18. Before operating system _________ System we used in which overreaches were signed specific tune shorts

a. Electronic digital

b. Batch processing

c. Reservation 

d. Resource management

19. Early business computing systems that use magnetic care memory, were known as__________?

a. Resources

b. Punch cards

c. Core dump 

d. Wheel

20. PPU stands for?

a. Peripheral processing unit

b. Program processing unit

c. Programming peripheral unit

d. Processing in peripheral unit

21. Distributed system are also known as _________

a. Loosely coupled

b. Tightly coupled

c. Time sharing system

d. Multitasking system

22. The time elapse between submitting the job & getting the result is known as?

a. Turnaround time 

b. Response time

c. Threshold time

d. Waiting time

23. RTOS stand for?

a. Real time operating system

b. Resource type online system

c. Rapid time operating system

d. None of the above

24. The main function of the micro kernel is to provide a _________ facility between the client program and the varieties services that one also running in user space

a. Transportation 

b. Communication

c. Programming 

d. Processing

25. ________ is a piece of computer software that isolates the application being used by the user from the computer 

a. Mach

b. X 86

c. Virtual machine

d. None

26. What are the 2 Types of threads?

a. User level / kennel level

b. Program/ process

c. Application level

d. None

27. How many states are there in process transition?

a. New, ready, block,

b. New, wait, ready exit

c. New, reads, wait, exit

d. None of the above

28. The error that is caused by the buy in the program is known as?

a. Interrupt

b. Killed

c. exit

d. fatal error

29. When there is some I/0 completion comes across the process, then the process is said to be

a. Running

b. Blocked

c. Terminated

d. none 

30. The _____ policy determines where in real memory a piece price is to reside

a. Fetch

b. Placement

c. Replacement

d. None

31. The_______ polic
 de e
m
nds when a page should be brought into main memory

a. Fetch

b. Placement

c. Replacement

d. none of above

32. The _______ policy deals with the selection of a page in memory to be replaced after a page fault occurs and a new page must be brought in

a. Fetch

b. Placement

c. Replacement

d. None

33. LRU stands for?

a. Last vacantly used

b. Least vacantly used

c. Lowest vate used

d. Leveled visk used 

34. What are two mains aspects of principles of locality?

a. There is only 1 aspect ie. Spatial locality

b. There is only one aspect i.e. temporal locality

c. Temporal locality/spatial locality

d. None of the above

35. What does CAM stands for?

a. Cached addressable memory

b. Content addressable memory

c. Common addressable memory

d. none

36. The reference matrix method centers around a matrix of _____ bits

a. States

b. Start

c. Both of a & b

d. None

37. Temporal locality in also called 

a. Locality in space

b. Locality in time

c. Locality in code

d. None of above

38. Second level caches are also known as?

a. Temporary cache

b. Virtual cache

c. Secondary cache

d. None

39. When the locations cached in the second level cache also exist in the first level cache, this is known as _______

a. Principle of Induction

b. Principle of exclusive

c. Principle of mutual exclusion

d. None of the above

40. Temporal locality is found in

a. Loops

b. Stacks

c. Variable access

d. All of the above

(2-MARKS questions)

41) What are the 4 conditions that must be true dead lock to accrue?

a) Threading, non-preemptive, processing, hold &wait

b) Non conditions. Are required

c) Mutual exclusion, hold & wait, no preemption, circular wait
d) None of the above

42) What is the UNIX system call to create pipe?

a) Char pipe (Flout fd [3])
b) Unit pipe (int fd [2])
c) Double pipe (Float fd [2])

d) Int pipe (int fd [3])

43) ______ occurs when two or more execution flours are able to run simultaneously
a) Concurrency
b) Non-concurrency

c) Preemptive

d) Multi programming

44) What is the condition that occurs when multiprocessors threads read and write data items so that the final result depends on the order of execution of instruction in the multiple processes?

a) Convey condition

b) Race conditions

c) Both a & b

d) None of the above

45) A ________ is a part of program that accesses a shared resource that must not be consistently accessed by more than one process of exertion
a) Critical section
b) Mutual execution

c) mutual exclusion

d) None of the above

46) To avoid race conditions and flawed results, one must identify codes in ________ in each process?
a) Critical section
b) Mutual execution

c) Mutual exclusion

d) None of the above

47) Concurrency control is a method that is used to ensure that processes are exacted in?

a) Sequential manner

b) Hierarchical manner

c) Safe manner

d) Quickly

48) Timer I/o devices are?

a) Trap

b) Interrupts

c) Locks

d) None of the above

49) A mechanism that prevents two or more processes from accessing a shored resource simultaneously?
a) Semaphore
b) Mutual exclusion

c) Deadlock

d) Interrupts

50)  Text for a program is written in _________ language & saved in_______

a) HLL, Source file

b) Assembly language

c) Mill, Code file
d) Both a & b

51) Machine code is saved in _________& is loaded in_________

a) Source file, CPU
b) Code file, virtual memory
c) Code file, main memory

d) Source, file, Virtual memory

52) If several users execute the same command then each one creates different process, if the user double clicks on several data files, _______ process are created & manages the _______
a) Thread
b) Program

c) Shall

53) _________ system call creates an almost identical copy of an existing process followed by ________ system call which replaces the program being executed by new programmed?

a) New, delete

b) Create, clustery

c) Create, execute
d) Fork, execute

54) In java ________ is used to create a program and in unix ______ is used to implement a program?

a) Exec ()

b) Exec 

c) Exec (), fork (), exec
d) new (),exec ()

55) An operating system as resource manager, controls how ________(The active agents) may access_______ (passive entities)

a) Statements, Program

b) Processes, resources

c) Program, Instructions

d) Files, instructions

56) ______ is an interface of os with the user. It is not a part of ________

a) Unix, kernel

b) command interpreter, kernel
c) Code, interpreter

d) None of the above

57) PVM and MPI are to common software packages that permit a heterogeneous collection of networked Unix and windows computers to be used as a Angle, large, parallel computer. What does PVM & MPI Stand for ?
a) Parallel virtual machine/message processing interface

b) Processed virtual machine/ mobile program interface 

c) Both a & b

d) None of the above

58)  ________ operation decrease is the semaphore value &  __________ Operation increments the semaphore volume 
a) Wait, Signal

b) Flag, mate

c) Block, make up

d) Murex, semaphore

59) What are the two common choices of craning policy,

a) Post cleaning/Demand cleaning

b) Demand cleaning/ Page cleaning

c) Demand cleaning/ pre- craning
d) Framed cleaning/ Pre-cleaning

60)  If we consider only READ operations, then a formula for the average cycle time is :
a) teff = tcache + (1-n) tmain
b) Teff =tcache + (1+n) tcache
c) Teff=tmain +(1-n)main

d) Teff=tcache + (1-n)tcache

(4-MARKS questions)

61 NDS directory is a croon platform directory solution that work on _______, _________when available __________&_________

a. NTU, window 2000,Solaris, Netware 5

b. Window 2000, 98, XP,vista

c. Both a & b

d. None of above

62.The serve that RIS _______runs or must be _________server & server must be able to acme a n/w________service 9 _________service & active directory service

a. Remote Installation service, window 2000, DNS, DHCP

b. Remote Implemental scheme, window 98, DHCP, DNS 

c. Both a & b

d. None of above

63.Windows 2000 server products share the same user interface with _________.A significant component of the server produce in __________which in on enterprise wide dir. Service based on _____

a. Window 2000 projenioul, Achieve directory, Leap

b. Window XP professional ,Achieve directory, NTLM

c. Both a & b

d. None of the above

64. Window 2000 adv. Server in designed for________ system . It offers clustering infrestruclinture for high _______& ________of application service, including main memory support of up to 8 GB on ________system

a. Medium to large, availability, scalability, Pea

 b. Large to small, availability, scalability, MSCS

c. Small to large, Viability, scalability, PAE

d. None of above

65. RRAS ____, Facilities dial-up & _______connection, support for _________authentication &-

a. Rotary & remote accent service, VPN, RADIUS, DNS

b. Rotary & Resource accn specified, VAN, ROM, DNS

c. Rotary & Remote application server, SFC,NTLDR,DNS

d. None of above

66. Match the following

a. Filter key


1. Multiple klystrons to one key to be ignored within                               

  



     Curtain Timeframe

b. Slow key


2. If 8 keyboard related support for proper with type issue

c. Bounce key


3. CAPS, NUM, SCROLL Lock

d. Toggle Key


4. Disregard key strokes that are not net down for certain 




     time period

a. i.ii, ii.iv, iii.i, iv.iii,

b. i.i, ii.ii, iii.iii, iv.iv,

c. i.ii, ii.iii, iv.i, iii.iv

d. None of the above

67. windows 2000 introduction logical disk manager for ________ storage it support 3 type of dynamic disk volume ______, ______&______

a. Dynamic, simple, spanned, stripped

b. Static, Difficult, spoon, stripped

c. Static, snips, spanned, stripped

d. None of the above  

68. EFS_______ work in conjunction with the EService, _________ ,_______

a. Encoding file system

b. Encrypting file system, Microsoft crypto API, EFS file system run time lib

c. Encrypting file system, Microsoft crypto API, FSRTL

d. Both b & c

69. To speed up the processing jobs with similar needs, jobs were grouped together this is called ______ and was implemented by locating a complement of a same system called ________and the remaining memory was used to process the _______. 

(a) Batch processing system, supervisor, user job

(b) Multi processing system, multi processor, memory

(c) Batch processing system, batch monitor, user job

(d) Both a & b

70. State True/False for the activity of an operating system in regard to file mgt. Are


1. The creation and deletion of files


2. The creation and deletion of directories


3. The mapping of files onto secondary storage.


4. The back up of files on stable storage media.

a) All the True

b) All are false

c) Only 1 and 2 is true other is false

d) Only 3 and 4 is true other is false

71. Suppose the reference is repeated n times in all during a program loop and after the first reference, the location is always found in the cards, then the average access time would be :

a) Ta =(n-tcache+tmem)/n =tcache +tmain *n

b) Ta = (n*tcache + tmain)/n =tcache+amain/n

c) Ta = (n+tmain +tcache)/n =tmain +tcache/n

d) None of the above

72. Sequence of a 7 state process. Model is

a) New, ready/suspend., ready, blocked, suspense, running, exit

b) New, ready, ready/suspend, block/suspend, block, running, exit

c) Both a & b

d) None of above

73. State True / False for the following :

1. FCFS algorithm is to pick the quickest fastest little job that needs to be done, get it out of the way first, and then pick the next smallest fastest job to do next.

2. In priority scheduling each job is assigned a priority and the job with the highest priority gets scheduled first.

3. Round Robin scheduling is similar to FCFS.

4. Load sharing revolves around balancing the load between multiple users.

a) TTTT

b) FFFF

c) FTTF

d) TFFT

74.A ________ (Semaphore) is a mechanism that prevents two or more processes from accessing a shared resource simultaneously.  It can be thought as _________(flags). Primitive _________ is used to transmit a signal. Primitive _____________ is used to receive a signal (signal, wait).

75. Methods for achieving mutual exclusion are : 1. By disabling interrupts. 2. By using Lock variable 3. By strict alternation 4. By Peterson’s method 5. By Special machine Instruction.

a) All the True

b) All are false

c) Only 3,4 is True

d) Only 4, 5 is True
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